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Abstract

In the rapidly evolving mobile application ecosystem, enhancing user experience on the Google Play Store has
become a critical challenge due to the vast number of available applications. This study proposes an integrated
approach combining Logistic Regression, Min-Max Scaling, and the Term Frequency—Inverse Document Frequency
(TF-IDF) Vectorizer to classify applications and generate personalized recommendations. The dataset, obtained from
the Google Play Store, includes numerical features such as ratings, size, and installs, as well as textual data from user
reviews. Min-Max Scaling was applied to normalize numerical attributes, ensuring balanced feature contributions
during model training. TF-IDF was employed to convert textual reviews into meaningful numerical representations,
enabling the model to capture the semantic importance of terms. The classification and recommendation system was
evaluated using accuracy, precision, and recall as performance metrics. Experimental results demonstrated a
substantial improvement compared to the baseline model, with accuracy, precision, and recall reaching 99.8%,
compared to the previous 22.8% baseline performance. The system effectively recommended relevant applications
based on user preferences, as measured through cosine similarity in feature space. These results indicate that the
proposed method not only improves classification accuracy but also enhances the quality of app recommendations,
thereby significantly improving user experience. The findings contribute to the field of computer science by
demonstrating an effective integration of feature scaling and text vectorization into a classical machine learning
model, offering a scalable and interpretable solution for large-scale recommendation systems in digital marketplaces.
This approach can be further adapted to other domains requiring hybrid processing of numerical and textual data for
predictive analytics.

Keywords: App Recommendation, Google Play Store, Logistic Regression, Min-Max Scaling, TF-IDF Vectorizer,
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1. INTRODUCTION

In today's digital age, the demand for mobile applications is growing rapidly. The Google Play
Store, a prominent application distribution platform, hosted more than 3.5 million applications in 2017
alone[ 1], showcasing the critical role mobile applications play in our daily lives. The platform offers a
diverse range of digital content, including games, apps, movies, music, and books, across various
categories[2]. This extensive selection encourages users to find and choose the best applications suited
to their needs, fostering an environment of continuous innovation and development among app creators.

With the number of available applications constantly increasing, it has become crucial to develop
effective methods for categorizing and recommending apps to enhance user experience[3][4]. Users are
increasingly dependent on their smartphones for various tasks, making the quality and relevance of the
applications they use paramount to their overall satisfaction. In this context, robust recommendation
systems are essential for guiding users toward the most suitable apps amidst a vast and ever-growing
marketplace.
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This article will explore the application of statistical regression techniques to rank and
recommend apps on the Google Play Store. Regression analysis, a powerful statistical method, can be
employed to estimate the likelihood of an event occurring based on a set of input variables[5].
Specifically, logistic regression will be utilized to predict the probability that an application will become
popular, using various factors such as user ratings, download numbers, and other relevant metrics.

Based on the problems outlined above, this study aims to develop an application classification
and recommendation system for the Google Play Store that can significantly enhance user experience.
The first objective is to identify and leverage key features, both numerical and textual, that have a
substantial influence on the relevance of applications to users. The second objective is to build a
classification model based on Logistic Regression, optimized with the Min-Max Scaling technique for
normalizing numerical data so that each attribute contributes equally to the learning process.

Furthermore, this study seeks to apply the TF-IDF Vectorizer to process textual data from user
reviews, enabling the extraction of semantic information that supports improved classification accuracy.
The fourth objective is to integrate the classification model with a recommendation system based on
cosine similarity, which can suggest similar applications that match user preferences.

By combining these methods, the research is expected to produce a high-performance
recommendation system with consistent accuracy across various data scenarios. In addition, this work
contributes to the development of hybrid methods that integrate numerical and textual data processing,
and demonstrates their potential applicability in other domains within computer science, particularly in
the design of large-scale recommendation systems.

2. METHOD

In order to ensure the effective functioning of the research process, it is necessary to define the
methodological steps involved in the research. When methodological procedures are established and
well organized, each step in the research process will be consistent and in line with the research
objectives. The steps of the research approach are shown in Figure 1.

Problem Data Data

—_— . — .
Identification Collection Processing Testing Implementation

Figure 1. Research Method

2.1. Problem Identification

Statement the problem is that the Google Play Store has a huge number of apps, making it difficult
for users to find the best apps that suit their needs. As a result, users are unable to find apps that meet
their specific needs, resulting in a poor user experience[6]. Here are some problem identifications:

a. How can apps in the Google Play Store be effectively categorized based on various features that
affect user experience?[7][8].
b. Use a logistic regression approach to determine user preferences and needs[9][10].

This system helps users find the best apps to meet their needs, thereby increasing user satisfaction
and loyalty.

a. Objective Identify the key features that influence the Google Play Store user experience[11].
b. Develop a logistic regression model that can classify apps based on these characteristics.
c. Evaluate the effectiveness of the logistic regression model in recommending apps to users[12].
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2.2. Data Collection

The data used in this research comes from the Google Play Store Apps dataset[13][14]. This
dataset contains some information about applications in the Google Play Store, namely app, category,
rating, reviews, size, installs, type, price, content rating, genres, last updated, current version and
Android version. To improve the accuracy and relevance of recommendations, these attributes are then
combined to create powerful and representative features[15][16].

2.3. Tesing

Testing in this research methodology is used to evaluate the performance of machine learning
models and recommendation systems. Before testing, the data is first trained so that the model can learn
patterns and relationships in the data. Once trained, the model is then applied to test data to evaluate its
ability to make predictions or recommendations based on missing data. This process is necessary to
ensure that the model not only remembers the training data, but can also make accurate and reliable
predictions or recommendations in real-world situations. The metrics used in the evaluation to provide
an overview of the performance of the model or system in prediction or classification are accuracy,
precision, and recall. Accuracy is used to determine the correct ratio of the total data (1):

TP+TN

accuracy = ——————
Y TP+FN+FP+TN

(1)

Precision is used to determine the ratio of true positive predictions to total positive predicted
outcomes (2):

TP
FP+TP

precision =

2)

Recall is used to determine the ratio of true positive predictions to the total true positive data (3).

TP
TP+TN (3)

recall =

Where TP: True Positive, TN: True Negative, FP: False Positive, and FN: False Negative.

2.4. Implementation

This phase describes the steps required to implement the machine learning model and
recommendation system.

2.4.1. Method of Logistic Regression

One well-liked technique for binary classification issues is logistic regression. With reference to
the previously listed features, it can be used to forecast the likelihood that an app will become popular.
A dataset of apps with the matching attributes and popularity ratings can be used to train the model. A
model's accuracy can be assessed using measures like precision and recall.

2.4.2. System of Recommendations

The logistic regression model can be used to suggest apps to users depending on their preferences
after it has been trained. For instance, the model can recommend well-liked, highly rated titles in the
Game category to a user who expresses interest in gaming. In a similar vein, the model can suggest apps
to users who are looking for free ones.
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3. RESULT

The results of this research are application recommendations that have similarities based on
application descriptions that have extracted features and cosine similarity to measure the similarity
between application descriptions. The following are the results and discussions that have been carried
out in the research.

3.1. Data Preprocessing

The Google Play Store dataset is now pre-processed to ensure that the information used matches
what is required. The pre-processing involves creating an application description by merging many
columns from the dataset[17]. To avoid negative values, the numerical features are normalized using
MinMaxScaler. The description is then converted into feature vectors using TF-IDF Vectorizer. The
purpose of preprocessing the above data is to ensure that it is prepared for the model training phase.

3.1.1. Data Cleansing

Data cleansing is used to deal with missing data or data that is not required for the research. Data
cleansing is performed to ensure that the quality of the data used is accurate and relevant so that the
conclusions of the analysis can be trusted. Figure 2 below shows the data before data cleansing and
Figure 3 shows the data after data cleansing.

Data before cleansing:

App Category Rating %
2 Photo Editor & Candy Camera & Grid & ScrapBock ART_AND_DESIGN 4.1
1 Colering bock meana ART_A N 3.9
2 U Launcher Lite - FREE Live Cool Themes, Hide ... )| 4.7
3 sketch - Draw & Paint ART_AND_DESIGN 4.5
4 Pixel Draw - Mumber Art Coloring Book ART_AND _DESIGN 4.3
Installs Type Price Comtent Rating
] 18,008+ Free ] Everyons
1 Se@,@08+ Fres ] Everyone
2 | 5,000,809+ Fr ] Everyone
3 | 58,808,808+ ] Teen
4 188,808+ Fr ] Everyone
Genres Last Updated current ver
2 Art & Design January 7, 2918 1.2.8
1 Art & DesignjPretend Play January 15, 2018 2.08.8
2 Art & Design August 1, 2818 1.2.4
3 Art & gn June &, 2018 Varies with device
4 Art & DesignjCreativity June 2@, 2818 1.1
Android ver
2 4.8.3 and up
1 4.8.2 and up
2 4.2.3 and up
3 4.2 and up
4 4.4 and up
Figure 2. Data Before Cleansing
Data after cleansing:
App Category Rating
e Photo Editor & Candy Camera & Grid & ScrapBook ART_AND DESIGH 4.1
1 Coloring bock moana ART_AND_DESIGH 3.9
2 U Launcher Lite - FREE Live Cool Themes, Hide ... ART_AND_DESIGM 4.7
3 sketch - Draw & Paint ART_AND_DESIGN 4.5
2 Pixel Draw - Wumber Art ccloring Bock ART_AND_DESIGH 4.3

reviews Size Installs Type Price contenmt Rating

2 159 19.9 18828 Free @ Everyone
1 267 14.8 So9eea Free 2 Everyone
2 87518 8.7 Seoegea Free @ Everyone
3 215644 25.8 5PE00288 Free @ Teen
4 957 2.8 100228 Free @ Everyone
GENPES Last updated current ver 3\

e Art & Design  January 7, 2018 1.2.8
1 Art & pesign;Pretend Play 3January 15, 2818 2.8.8
2 Art & Design August 1, 2eis 1.2.4
3 Art & an June 8, 2018 varies with device
4 Art & Design;Creativity June 28, 2818 1.1

Android ver
2 4.2.3 and up
1 4.2.3 and up
2 4.2.2 and up
3 4.2 and up
3 4.4 and up

Figure 3. Data After Cleansing
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3.1.2. Sub

To facilitate analysis, data type conversion ensures that each column in the data set has the correct
data type. In addition, this data type conversion ensures that the analysis can be performed accurately
and that the data used in the process does not cause errors. Table 1 below provides information about
the data before conversion, and Table 2 provides information about the data after conversion.

Table 1. Data Type Information Before Data Type Conversion

Column Data Type
App object
Category object
Rating float64
Reviews object
Size object
Installs object
Type object
Price object
Content Rating  object
Genres object
Last Updated object
Current Ver object

Android Ver object

Table 2. Data Type Information After Data Type Conversion

Column Data Type
App object
Category object
Rating float64
Reviews object
Size float64
Installs int64
Type object
Price object
Content Rating  object
Genres object
Last Updated object
Current Ver object

Android Ver object

3.1.3. Normalization

Normalization is a step in data processing that aims to adjust the scale of numerical factors so
that they are in the same range. This is done because different scales can affect the performance of
machine learning models. For example, the features in the Ratings, Size and Installs columns are
normalized using the min-max scaling technique. This normalization helps to reduce the effect of large
features dominating the model. With normalization, the weights in the features will be more balanced
than before. Table 3 below shows the data before normalization and Table 4 shows the data after
normalization.

Table 3. Data Before Normalization

Rating Size Installs

4.1 19.0 10000
3.9 14.0 500000
4.7 8.7 5000000
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4.5 25.0 50000000
43 2.8 100000

Table 4. Data After Normalization

Rating Size Installs

0.775 0.181818 0.00001
0.725 0.131313  0.00050
0.925 0.077778 0.00500
0.875 0.242424  0.05000
0.825 0.018182 0.00010

3.2. Feature Extraction

In the feature extraction process, additional normalized features such as rating, app size and
number of downloads are combined with the numerical features generated by the TF-IDF vectorizer[18].
This combination of features allows the model to take into account different characteristics of the app
during the categorisation and recommendation processes. Figure 4 below provides information about
the data before feature extraction and Figure 5 after feature extraction.

pata before feature extraction:

App Category

2 Photo Editor & Candy Camera & Grid & ScrapBock  ART_AND DESIGN

1 Coloring bock moana  ART_AND DESIGN

2 U Launcher Lite - FREE Live Cocol Themes, Hide ... ART_AND DESIGH

3 Sketch - Draw & Paint ART_AND _DESIGN

4 Pixel Draw - mumber Art Ccloring Book ART_AND_DESIGN
Genres Type Content Rating Rating Size Installs
2 Art & Design Free Everyone 4,1 19.8 16222
1 art & pesign;Pretend Play Fres Everyone 3.9 14.9 Saea0e
2 Art & Design Free Everyone 4.7 8.7 Seoseee
3 Art & Design Fres Teen 4,5 25.8 S2208002
4 Art & Design;Crestivity Free Everyone 4,3 2.8 100902

Figure 4. Data Before Feature Extraction

Data after feature extraction:
[[9.200000002+00 0,000000002+00 2,000000002+22 ...
.218121822-81 9,999028018-05]
[, PR20PR20E-20 5, ARGEARGRE+G0 £, DARGRGEA2+EE L.,
.31313131e-81 4,999998002-84]
[9.000000002+00 0. 200000002+00 2, P0200000+30 ...
4,
.
4,
:
]

=

.75080200e-21

-
=1

.25668888e-81

"
w0

.25089280e-21
7.77777778e-22 4,939399002-92]
[6.22000200e+08 A,000220022+08 ., 000000822+82 ...
2.4247342472-21 4,935339912-82]
[e.02200020c+20 ©.000E000RC+E0 2.0O200GE0E+ER ...
1.81818182e-82 9,9999@@@12-85]]

oa

.75008200e-21

o0

. 25808888881
Figure 5. Data After Feature Extraction

3.2.1. Text Vectorization

Text vectorization is the process of converting textual data into numerical data. The Term
Frequency-Inverse Document Frequency (TF-IDF) vectorizer is used in this study to create feature
vectors from description columns. TF-IDF assigns weights to words according to their frequency of
occurrence. Words that are common in one data set but rare in another are given more weight, and vice
versa. This process helps to obtain relevant information. Figure 6 below shows the data before text
vectorization and Figure 7 shows the data after text vectorization.

Data before text vectorization:

2 Phote Editor & Candy Camera & Grid & Scrapgook...
1 Coloring book moana ART_AND_DESIGN Art & Desig...
2 U Launcher Lite - FREE Live Cool Themes, Hide ...
3 sketch - Draw & Paint ART_AND_DESIGN Art & Des...
4 Pixel Draw - Number Art Coloring Book ART_AMD ...
Name: Description, dtype: object

Figure 6. Data Before Text Vectorization
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Data after text vectorization:
2. 8.]

a.]
a.]
a.]
8.11]

=
[ R I
wom O m

@ oo
@ W W

Figure 7. Data After Text Vectorization

3.2.2. Feature Selection

By selecting features, researchers hope to ensure that the features selected for use in the study
are the most relevant. Later, irrelevant features are eliminated to improve model performance and
reduce data noise. In addition, proper feature selection can also speed up the model training process and
avoid overfitting. Figure 8 below shows the data before feature selection and Figure 9 shows the data
after feature selection.

pata before feature selection

[[8.e22002200+00 O.200220022+08 2.0220080802+22 ... 7.750822002-21
1.81818182e-81 9.99922001e-685]

[8.022000202+20 0,200220022+08 2,002000002+22 ... 7.2500800002-21
1.31313131e-21 4.93539608-64]

[8.eec000c0s+2a @, 22ao2c+00 2,00 e2e+22 ... 9.25088200c-21
F.ITTITITEE-22 4.599999082-03 ]

[8.022002202+20 0,20022002:+00 2,002008222+22 ... 2.70082200e-21
2.424242472-21 4.955939551e-62]

[8.022002202+20 ©,200220022+00 2,002008222+22 ... 2.200080200e-21

1.81818182e-22 9.955992061e-85]]

Figure 8. Data Before Feature Selection

Data after
[[e. . e.

featur

a.
[e. . a.

@

a

a

W oW

[e.
[a.
[a.

]
Lo I R R R

o oW @
g 8 8 = F
LD DD
[ o o

a
a.
a. 1
8 11

=)

Figure 9. Data After Feature Selection

3.3. Model Training and Evaluation

At this point, the logistic regression technique was used because of its ease of use and
effectiveness in solving binary classification problems[19]. After that, the data set is divided into 20%
for testing and 80% for training data. This separation allows machine learning to effectively handle
classification problems. The model is trained using the training data to determine the relationship
between the input features and the target variable (category). To reduce prediction error during training,
the model uses optimization techniques to modify its internal weights.

3.3.1. Train-Test Split

The train-test split method is a pivotal step in machine learning, particularly in classification
tasks, where the dataset is divided into two subsets: the training set and the test set. Typically, 80% of
the data is allocated for training, while the remaining 20% is reserved for evaluating the model's
performance. In Python, this division can be accomplished using the ‘train_test_split’ function from the
‘sklearn.model selection’ module.

3.3.2. Model Training

Logistic regression is the machine learning algorithm used to train the model. To ensure that the
prediction error does not increase significantly, the model is trained for a maximum of 1000 iterations.
Figure 2 illustrates the distribution of categories in the training data.
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Distribution of Categories in Training Data
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1000 A

count

Figure 10. Distribution of Categories in Training Data

3.3.3. Model Testing

Model testing is a stage of machine learning that involves training on previously untested data.
Training data is used to evaluate how well the model performs in making predictions. Figure 3 illustrates
the distribution of categories in the training data.

Distribution of Categories in Testing Data
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Figure 11. Distribution of Categories in Testing Data

3.4. Recommendation System Performance

In this research, a recommendation system is created based on the similarity of application
descriptions to provide suggestions for applications that users have searched for. The process of
evaluating a recommendation system involves applying it to the test to see if it can provide appropriate
recommendations to users. Based on the results, the system is able to provide accurate recommendations
according to user preferences and improve the user experience in the Google Play Store.

3.4.1. Simmilarity Calculation

Similarity calculation is done by measuring how similar the features are. In this research, cosine
similarity is used as a calculation method by calculating the cosine angle between two feature
vectors[20], where a value of 1 indicates perfect similarity and a value of 0 indicates no similarity. With
this process, the system can recommend applications that are similar to the similar applications.
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3.4.2. Performance Metrics

Performance metrics are used to evaluate the effectiveness of the recommendation system[21].
The main metric used in this research is accuracy, which is defined as the percentage of accurate
predictions out of all predictions made[22][23]. When predicting application categories on previously
unseen data, accuracy can provide a broad indication of the model's predictive power. The second metric
used in the research is precision, which quantifies the percentage of recommendations that are relevant
out of all recommendations[24]. And the last is recall[25], which measures the proportion of relevant
items that are successfully recommended. After processing the data, the accuracy, precision and recall
are tested. The test results are shown in Table 1 and Table 2.

Table 5. Performance Metrics Without Modification
Data Training  Data Testing  Accuracy (%) Precision (%) Recall (%)

5972 1494 22.8 13.8 22.8
5226 2240 22.2 13.6 22.2
4479 2987 22.7 14.1 22.7

Table 6. Performance Metrics With Modification
Data Training  Data Testing  Accuracy (%)  Precision (%)  Recall (%)

5972 1494 99.8 99.8 99.8
5226 2240 99.8 99.8 99.8
4479 2987 99.6 99.6 99.6

4. DISCUSSIONS

From Table 6, a graph can be obtained that illustrates the performance of the model in terms of
accuracy, precision, and recall. The graph is shown in Figure 12.

Accuracy, Precision, and Recall for Testing Data Points

Testing Data Points

0.0 0.2 0.4 06 0.8 1.0
Metrics

Figure 12. Accuracy, Precision, and Recall for Testing Data Points

Based on Figure 12, the horizontal bar graph shows the comparison between the 3 model
performance evaluation metrics used in the study. The three metrics are accuracy, precision and recall
with each test data. Each on the graph represents a test data point with a length from 0 to 1. This graph
makes it possible to directly compare the three metrics. The blue colored bars show the accuracy value,
the green colored bars show the precision value, and the red colored bars show the recall value for each
test data point. The Y-axis represents the test data points, while the X-axis shows the metric values from
0 to 1. The graph shows that the accuracy is 99.8% for the first test, 99.8% for the second test, and 99.6%
for the third test. It can be concluded that there is a 0.2% decrease in accuracy from the second data to
the third data. For precision, the results were 99.8% for the first test, 99.8% for the second test, and
99.6% for the third test. Like accuracy, precision decreased by 0.2%. And the last metric is recall with
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the same decrease as accuracy and precision, which is 0.2% from the second test to the third test. For
recall, the results were 99.8% in the first test, 99.8% in the second test, and 99.6% in the third test. From
the data above, we can see that there was a 0.2% decrease in accuracy, precision, and recall from the
second test to the third test.

When compared to similar studies, our approach outperforms methods that rely solely on text-
based classification or numerical features. This suggests that the synergy between classical machine
learning algorithms and feature engineering techniques remains a competitive approach, especially
when computational efficiency and interpretability are important.

The urgency of this research lies in its contribution to addressing the scalability and accuracy
challenges of recommendation systems. In the field of computer science, particularly within information
retrieval and recommender system domains, the ability to integrate structured and unstructured data
effectively is a critical factor for innovation. The proposed method not only advances technical
performance but also offers a scalable, interpretable, and resource-efficient solution adaptable to other
application domains such as e-commerce, e-learning, and digital content platforms. This underscores
the relevance of the study for both academic research and industry applications in the broader field of
informatics and computer science.

5. CONCLUSION

This study presents an integrated approach for application classification and recommendation on
the Google Play Store by combining Logistic Regression, Min-Max Scaling, and TF-IDF Vectorization.
The proposed method demonstrated a substantial improvement over the baseline, achieving accuracy,
precision, and recall values of up to 99.8%, compared to the previous baseline of 22.8%. These results
confirm that feature normalization and semantic text representation significantly enhance the
performance of classification and recommendation systems.

The implementation of Min-Max Scaling effectively balanced the contribution of numerical
attributes, while TF-IDF provided meaningful representations of textual user reviews, allowing the
model to capture both quantitative and qualitative aspects of application data. The use of cosine
similarity in the recommendation phase further improved the system’s ability to provide relevant and
personalized suggestions to users.

The findings of this study highlight the potential of hybrid approaches that integrate numerical
and textual data processing within classical machine learning models for large-scale recommendation
tasks. Beyond the Google Play Store context, this methodology can be adapted to other digital
marketplaces, e-commerce platforms, and content recommendation environments.

Future research will explore the incorporation of additional features, advanced text analysis
techniques, and ensemble learning methods to improve adaptability and predictive power. Furthermore,
extending the model to handle real-time recommendation scenarios and multilingual datasets could
enhance its applicability in diverse global contexts.
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